Tree-based predictions for
weather and energy - treewe

Introducing an open-source Python library



I'm Sebastian Haglund

e Energy engineer by training (KTH)
e Worked at Fortum with energy trading
e Co-founder at rebase.energy

e Part of Stockholm.Al community

e Love working with Python @

Connect with me on

Linked [T




6 Whys

e \Why Energy?

e Why Weather?

e Why Trees?

e Why Python?

e Why Open-Source?

e Why treewe?



Why energy predictions?



Common prediction problems in the energy sector

Demand forecasting
Demand estimation
Peak prediction
Anomaly detection

Power forecasting e Power forecasting
Icing forecasting e Anomaly detection
Wind speed estimation

Anomaly detection



Why weather predictions?



Weather intermittency will drive volatility in energy markets
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https://flex-power.energy/

Why tree-based models for energy
predictions?



Why does deep learning struggle with tabular datasets?

Why do tree-based models still outperform deep
learning on tabular data?

Léo Grinsztajn Edo
Soda, Inna Saclay ISIR, CNRS
lec.grinsztajn@inria.fr
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Tree-based methods win in energy prediction competitions
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Tree-based
models

Effectively handles different
data types

Supports sharp decision
boundaries

Good at modelling fairly
direct relationships

Performances well on smaller
~10k samples

High interpretability

Efficiently filters out
irrelevant data

Robust to missing data

Tabular data

Mixed

data?

Data smoothness?

Data complexity?

Data sizes?

Interpretability?

Irrelevant data?

Missing data?

% Deep learning

Requires careful feature
standardisation

Assumes smoothness

Good at extracting meaning
from low-level abstractions

Performances better with
+100k samples

Low interpretability

Sensitive to irrelevant data
input

Sensitive to missing data



Difference in smoothness between RF and MLP
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Figure 20: Decision boundaries of a default MLP and RandomForest for the 2 most important features
of the electricity dataset

Source: arxiv.org/abs/2207.08815



http://arxiv.org/abs/2207.08815

Why Python for data work in energy?
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YOURE FLYING!
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Hint: import antigravity



Python is the lingua franca of data work

Top programming languages
on GitHub

BY COUNT OF DISTINCT USERS CONTRIBUTING TO PROJECT

@ python
Python
—._ W JavaScript
As of 2024, Python is the most : \____v e
commonly used programming Java
language on Github! o

Widely used for machine learning,
engineering, statistics, automations...




Popularity of Python stems from its ease-of-use

“The Zen of Python”
Emphasises versatility, readability
and ease-of-use

First released in 1991 by Guido
van Rossum



Why open-source software?



What is the value of open-source software?

e Transparency — | can read and understand the source code
e Flexibility — | can modify and adopt the source code to my needs/use case

e Collaboration — | can increase development speed and share investment
costs



Why do we need treewe?



Limitations of standard tree-based prediction libraries

e Existing libraries not focused on time
o CatBoost

series OMLC
RGBoost

e EXxisting libraries not handling trends

and extrapolation well . bearn F’ UghtGBM

e Existing libraries have different naming
conventions

e Existing libraries are not focused on @ pvlib (,H windpowerlib
energy use cases e



Live coding



Open source is not everything...



Our Platform

Python-first and open energy forecasting platform
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Connect with us!

m Follow us on Linkedin! ."' Join us on Slack!
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